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Figure 1: FROG guiding a group of persons at the Lisbon Zoo

## 1 Introduction

The objective of FROG is to develop a fun robotic guide (see Fig. 1). While robot guides have been developed for more than a decade [52, 45], the project considers as new contributions the development of social behaviors and a wining robot personality by integrating social feedback, as well as the robust operation in outdoors crowded scenarios.
In scenarios involving interaction with humans, human awareness has to be taken into account in the entire robot planning and navigation stack [28], from task planning [1], task supervision and execution [7] to path planning and execution $[46,53,55]$.
The project aims to demonstrate the operation of the robot in the Lisbon City Zoo and the Royal Alcazar in Seville. The basic scenario envisaged for the operation of the robot, described in Deliverable D1.1 [10] and depicted in Fig. 2, requires several capabilities from the point of view of the robot navigation stack:

- Waypoint navigation: the robot should wander around the place to attract the people attention.
- Approach people: if some people is detected, the robot should approach the people to inquiry if they may be interested on a guided tour.
- Guide persons between different Points of Interest (POIs), see Fig. 1.

While a description of the navigation stack and the first two tasks are described in D2.2 [12], in this deliverable we will describe the techniques developed for robot guiding of a person or a group of persons. In particular, in this new version, the final models employed and results from the experiments are also presented.

The document is organized as follows. In the next section, a discussion on the guiding task and the related state of the art is presented. Then, a short description of the architecture and sensing required for guiding is described. This is followed by an in depth explanation of the main model behind the guiding component, Partially Observable Markov Decision Processes, as well as the new techniques developed. Finally, and analysis and results obtained in simulation and real experiments are presented.

## 2 Robot guiding

As commented above, the deployment of robots as guides in museums has a long successful story, with Rhino [4], Minerva [52], Robox [45], Mobot [35], Rackham [8], Robotinho [16], among others. In these remarkable works, efficient navigation strategies were developed. And they raised new challenges on


Figure 2: Basic scenario in FROG
human-aware robot navigation. In particular, on person guidance there are still issues that should be solved.

Early in the project, an analysis of human tour guides was performed and documented in D1.1 [10]. From the questionnaires and discussions with the subjects, several relevant comments and relevant aspects were obtained. They confirm what has been also found in the literature. In a guiding task, the way humans follow may vary greatly [37]. Furthermore, it is important to consider human commitment and intentions. Humans may suspend temporarily their commitment in the task (for instance, to make photos of a particular place, or to gather information of an interest place on the way to the destination), or completely give up the task at hand. Also, the motion of the guide can influence the motion of the persons.
Thus, in that direction, several works have been presented in the last years. In [17] probabilistic models of human-interaction are extracted from data for the purposes of person guiding. This work achieves more robust guiding velocities by selecting velocities on the path towards the goal depending on the distance to the goal and the person following. In [19, 20], methods for guiding groups of people by a team of cooperating robots are presented. The robots adapt the trajectories to avoid humans getting lost from the group. The key elements are the ability to predict future persons' positions to locally adapt the position of the robots.

One very important aspect of guiding is that the robot and the persons try to achieve a joint goal. As indicated in [28], this poses several navigation challenges, as the robot should not be over-reactive nor ignorant about the person's activities. Thus, pure reactive models are insufficient for the guiding task. Besides local adaptation, high-level decision making is required: the human commitment and goals should be considered [9, 8]. Thus, it is important that the robot maintains a belief state on the human intentions.

In this sense, the authors in [39] employ Markov Decision Processes (MDPs) to predict the destination of the persons in guiding applications. In [37], a framework has been presented to re-engage a guided person, in the case he/she suspends the guiding process and moves away significantly. In that case the robot re-plans a smooth path to approach the person in a goal-oriented manner so that to exert a kind of social force pulling towards the goal.

However, the person intentions are inherently non-observable. The robot should infer these intentions from measurements on the person positions, velocities and other similar features. Furthermore, it is important to deal with noisy observations, occlusions, etc.


Figure 3: The FROG navigation stack is modified for the guidance application.


Figure 4: Sensors on board FROG. A front stereo pair provides a 3D information and persons detections and poses between 2.5 and 15 meters (in red). The horizontal lasers (green) are also processed to obtain persons positions estimations surrounding the robot. A (push-broom) tilted laser ahead is able to obtain 3D information below 2.5 meters (orange). Finally, some sonars are used to detect laterally obstacles.

Therefore, here we will employ Partially Observable Markov Decision Processes (POMDPs) as the model of the guiding task. These models allow to consider in a principled way uncertainties on actions and observations, and to reason over non-observable variables. Closest to our work, in [51] a POMDP is also used to infer the intentions of the person for wheelchair navigation. Similar ideas are considered, but in a different scenario. Moreover, offline POMDP models are used, so the system has to be replanned offline if a different scenario is considered. In FROG, a new online POMDP technique is developed, able to build models on the fly and run in real-time. Furthermore, the proposed system is able to work with a larger scenario in terms of state space and observation outcomes.

### 2.1 High-level Design

The FROG navigation stack is described in D2.2 [12]. As indicated there, it follows the hierarchical division between a global planner and a local path execution.

The guiding component appears in the middle of the navigation stack for the particular task of person guidance (see Fig. 3). Its objective is to control how the robot follow the path planned to the guiding destination by considering the person position and person intentions.
It does that by controlling fundamentally the velocity of the local planner, which tries to follow the path provided by the global planner avoiding obstacles and avoiding other persons in a social way (see D2.2 [12]). Furthermore, if it is estimated that the person has abandoned the task, then it is able to cancel the current path.


Figure 5: Person detection and tracking. Left: the detected legs are grouped and filtered to obtain person tracks, including velocities and orientations. Right: consistency of track IDs for one of the experiments between 2 POIs at the Royal Alcázar. Most of the persons tracked are not following or engaged with the robot. Person 29 is one of the persons being guided.

As it will be described later, this module receives the path to be followed, as well as the estimations on the persons poses and the robot pose.

## 3 Human-awareness

For the application of person guidance is key to be able to determine if the person/persons being guided are actually following the robot. Several sensors are used for person detection and localization on board the FROG robot (see Fig. 4).
The frontal stereo cameras provide the position and orientation of persons within their field of view by using the module developed by UvA and described in Deliverable D3.1 [13]. This module provides persons positions and orientations for persons between 2.5 and 15 meters (and the position up to 25 meters) in front of the robot. However, they cannot be used to estimate positions of the persons behind the robot.

A rearview camera was initially planned, to provide tracks of the heads of persons following the robot. However, in the final version of FROG this option was discarded.

Then, in order to have further information about the surrounding persons, and in particular for the guiding application, we also process the information from the 2D horizontal lasers. For that, we leverage the technique developed by Mozos et al. [34]. This algorithm is not as accurate as the UvA's module, but it is reliable enough to provide good estimations of persons around the robot. We use the front and rear lasers as inputs for this algorithm, so we are able to detect persons in $360^{\circ}$ around the robot at good frequency (about 10Hz).

As this system provides information about each laser segment indicating if it constitutes a human leg or not, another two layers were developed to complement this information:

- A first layer is in charge of grouping pairs of legs in case of being near enough to be considered as a single person, considering the Euclidean distance between both legs and establishing a maximum threshold. For safety reasons, the remaining single legs are also considered as additional persons, due to situations where people stay with both legs close enough to be identified as a single segment in laser measurement.
- The second layer performs a simple tracking of people, by using nearest-neighbor data association and Kalman filtering to handle with people movement and small miss-detections, as can be seen in Fig. 5, and to estimate the persons' velocities and orientations.


Figure 6: From the list of persons behind or besides the robot, only the candidates that have similar velocity and orientation as the robot are marked as followers (with a circle in the image). In the figure, persons 43 and 45 are overtaking the robot, while 31 and 33 are real followers.

For the particular application of guiding, a third processing layer is considered to filter out the persons that are not being guided by the robot. This layer considers the orientation and velocity of the persons, so that those persons behind or besides the robot moving at a similar velocity and orientation (determined by two thresholds) are marked as followers (see Fig. 6).
The main issue with the laser-based system is that it is not possible to re-identify tracks. We will assume that persons following the robot at its pace are observations indicating that the group being guided is actually following the robot.

## 4 Modeling the guiding task as a POMDP

In a guiding application, the robot has to guide a person or group of persons towards a common destination. A typical solution to the problem is to plan a path towards the destination and then follow the path by controlling the speed of the robot in a reactive way by using some feedback on the person being guided, like laser, visual information or a combination of them [33].

This requires having an estimation of the position of the person/s. However, imperfect sensors, false positives, occlusions, etc, makes it hard to track robustly a person being guided, and may lead to uncertainties on the person position.
Furthermore, as discussed in Section 2, a pure reactive approach when following the path is not socially adequate. One of the main sources of uncertainty in this problem is that the person may change his/her mind, or decide to stop for a while at a different interest point in his way to the destination. From a social point of view it is important that the robot considers the person goals while guiding the person, in order to wait for the person or even to change its own goal accordingly. However, the robot cannot have a direct observation on this person goal.
Besides that, the actions of the robot can also influence the persons commitment towards the goal, by "pushing" them, or by asking the persons to follow, as the human guide do. Thus, in order to plan the robot actions facing this partially observable variables and uncertainties, reason on the effect of actions and combining different tradeoffs, POMDPs are proposed as model.

### 4.1 POMDPs in a Nutshell

Formally, a discrete POMDP is defined by the tuple $\langle S, A, Z, T, O, R, D, \gamma\rangle$ [27].

- The state space is the finite set of possible states $s \in S$
- the action space is defined as the finite set of possible actions $a \in A$;
- and the observation space consists of the finite set of possible observations $z \in Z$.
- After performing an action $a$, the state transition is modeled by the conditional probability function $T\left(s^{\prime}, a, s\right)=p\left(s^{\prime} \mid a, s\right)$, which indicates the probability of reaching state $s^{\prime}$ if action $a$ is performed at state $s$
- the observations are modeled by the conditional probability function $O\left(z, a, s^{\prime}\right)=p\left(z \mid a, s^{\prime}\right)$, which gives the probability of getting observation $z$ given that the state is $s^{\prime}$ and action $a$ is performed.
- The reward obtained for performing action $a$ at state $s$ is $R(s, a)$.

The state is non-observable; at every time instant the robot has only access to observations $z$ which give incomplete information about the state. Thus, a belief function $b$ is maintained by using Bayes rule. The new belief $b^{\prime}$ obtained if we apply the action $a$ at belief $b$ and get the observation $z$ is given by:

$$
\begin{equation*}
b^{\prime}\left(s^{\prime}\right)=\tau(b, a, z)=\eta O\left(z, a, s^{\prime}\right) \sum_{s \in S} T\left(s^{\prime}, a, s\right) b(s) \tag{1}
\end{equation*}
$$

The normalization constant:

$$
\begin{equation*}
\eta=\operatorname{Pr}(z \mid b, a)=\sum_{s^{\prime} \in S} O\left(z, a, s^{\prime}\right) \sum_{s \in S} T\left(s^{\prime}, a, s\right) b(s) \tag{2}
\end{equation*}
$$

gives the probability of obtaining a certain observation $z$ after executing action $a$ for a belief $b$.
The POMDP model assumes that, at every step, an action is taken, an observation is made and a reward is given. The objective is to determine the actions that maximize the sum of expected rewards, or value, earned during $D$ time steps. This actions will depend on the information available, represented by the belief state $b$. Thus, the objective is to determine the policy $a=\pi(b)$ that maximizes the cumulative reward in time

$$
\begin{equation*}
\pi^{*}=\underset{\pi}{\arg \max } E\left[\sum_{t=0}^{D} \gamma^{t} \sum_{s \in S} b_{t}(s) R(s, \pi(b)) \mid b_{0}\right] \tag{3}
\end{equation*}
$$

To ensure that the sum is finite when $D \rightarrow \infty$, rewards are weighted by a discount factor $\gamma \in[0,1)$. The return obtained by following a given policy $\pi$ from belief $b$ is given by the value $V^{\pi}(b)$ :

$$
\begin{equation*}
\left.V^{\pi}(b)=R(b, \pi(b))+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, \pi(b)) V^{\pi}\left(b_{\pi(b)}^{z}\right)\right) \tag{4}
\end{equation*}
$$

where $R(b, a)=\sum_{s} R(s, a) b(s)$ is the expected immediate reward ${ }^{1}$.
The value of the optimal policy $\pi^{*}$ is usually denoted by $V^{*}(b)$, and it is the fixed point of the following recursion:

$$
\begin{equation*}
V^{*}(b)=\max _{a \in A}\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) V^{*}\left(b_{a}^{z}\right)\right] \tag{5}
\end{equation*}
$$

and the associated optimal policy:
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Figure 7: A topological map of the principal POIs of the FROG tour.

$$
\begin{equation*}
\pi^{*}(b)=\underset{a \in A}{\arg \max }\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) V^{*}\left(b_{a}^{z}\right)\right] \tag{6}
\end{equation*}
$$

The previous recursion is also called a backup operation on $b$. Associated to the optimal value function is the optimal $Q$ function:

$$
\begin{equation*}
Q^{*}(b, a)=R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) V^{*}\left(b_{\pi^{*}(b)}^{z}\right) \tag{7}
\end{equation*}
$$

Given this definition, it is clear that $V^{*}(b)=\max _{a \in A} Q^{*}(b, a)$.

### 4.2 The guiding model

In FROG, a predefined tour is considered. Figure 7 shows the tour with the principal POIs considered. At every POI, the robot shows some information and interact with the users. Once a POI is finished, the robot guides the persons towards the next POI in the tour. To guide the persons to the next POI, the global path planner determines a path towards this destination.
The important information to be included in the state space $S$ is the position of the robot $r_{t}$ and the person $p_{t}$ within the path. We will also consider as part of the state the intention of the person $g_{t}$.

$$
s_{t}=\left(\begin{array}{l}
r_{t}  \tag{8}\\
p_{t} \\
g_{t}
\end{array}\right)
$$

In order to model the problem by using the POMDP framework described above, the planned path to the next POI is discretized into a set of points with a granularity that can be adjusted. And thus, $r_{t}$ and $p_{t}$ are actually the positions of the robot and person within the discretized path. Finally, the person intention $g_{t}$ is modeled using a binary variable, indicating if the person/s continues engaged in the tour, or has abandoned it.


Figure 8: The model employed: the planned path (in green) is discretized. At each point, the bars blue and red indicate the estimated belief on the robot and person positions respectively. Furthermore, the yellow circles indicate the current robot belief on the person goal. The sizes are proportional to the marginal probabilities.

By using its local sensors, and applying the Bayes filter in (1), the robot will maintain a belief state (a probability distribution) over its pose, the person position and the person intention (see Fig. 8), thus reasoning on the person's intention. The belief state is initialized to the initial position of robot and person in the tour, and the person goal/intention is initially set as true (committed towards the end of the path).

The important parts of the model are the observation and prediction functions, described in the next sections.

### 4.3 Observation model

The robot sensors considered are the output of the localization system of the robot and the sensors used for person tracking.

$$
\begin{equation*}
z_{t}=\binom{z_{l, t}}{z_{p, t}} \tag{9}
\end{equation*}
$$

The localization of the robot $z_{l, t}$ is provided by a map-based Monte-Carlo localization algorithm described in D2.1 [11]. By using this algorithm, the robot can know its position within the path, and thus $z_{l, t}=r_{t}+\nu_{t}$, where $\nu_{t}$ models the accuracy of the localization algorithm. The output is discretized according to the discretization of the path.

The accuracy of the algorithm for different parts of the map is known beforehand and can be included into the POMDP observation model. This model assigns some probability of obtaining a robot position measurement in the surroundings of the real position (for instance, in the corridor that can be seen in Fig. 8, the robot may have some uncertainty in its position on the direction of the corridor because of the symmetry of the scenario).

For person guidance, the estimation described in Section 3 is employed. A laser-based person detection and tracking is used. The output of the system is the relative position of the person with respect to the robot $z_{p, t}=r_{t}-p_{t}+\epsilon_{t}$, where $\epsilon$ represents the errors from the sensors. This output is discretized according to the discretization of the path. The observation model should also consider the probability of detection when the person is in the field of view of the sensor, while accounting for a small possibility of miss-detections. Furthermore, it can be used to reason on the occlusions due to the static map of the environment.

Both sensors are conditionally independent given the state, and thus, the final observation model is:

$$
O\left(z_{t}, a_{t}, s_{t}\right)=p\left(z_{t} \mid a_{t}, s_{t}\right)=p\left(z_{l, t} \mid r_{t}\right) p\left(z_{p, t} \mid r_{t}, p_{t}\right)
$$



Figure 9: Dynamic Bayesian Network representing the problem.

### 4.4 Prediction function

The second important aspect is the prediction function, which models the probabilistic evolution of the state according to the actions carried out.

$$
T\left(s_{t}, a, s_{t-1}\right)=p\left(s_{t} \mid a_{t-1}, s_{t-1}\right)=p\left(r_{t}, p_{t}, g_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1}\right)
$$

The robot actions $a$ are the velocities controlling the follow of the path. These velocities are discretized. Furthermore, the robot can give voice utterances, asking the persons being guided to "follow the robot". Finally, the robot can abandon itself the task (which should be the case if the persons have abandoned the tour). Fig. 9 shows the Bayesian network that defines the model.

The prediction function depends on different conditionally independent probabilities (see Fig. 9).

$$
p\left(r_{t}, p_{t}, g_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1}\right)=p\left(r_{t} \mid p_{t}, g_{t}, r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1},\right) p\left(p_{t}, g_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1}\right)
$$

The motion of the robot depends directly on the actions carried out, and do not depend on the rest of the state, $p\left(r_{t} \mid p_{t}, g_{t}, r_{t-1}, p_{t-1}, g_{t-1}, a\right)=p\left(r_{t} \mid r_{t-1}, a\right)$. The motion of the person is uncertain, though. The person model is separated into the evolution of the person goal, and the motion of the person:

$$
p\left(p_{t}, g_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1}\right)=p\left(p_{t} \mid g_{t}, r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1}\right) p\left(g_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1}\right)
$$

The next position of the person $p_{t}$ will depend on the intention of the person. The model employed considers that the person will also adapt to the robot pace, and thus it will depend on the robot position and action as well:

$$
p\left(p_{t} \mid g_{t}, r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1}\right)=p\left(p_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1}\right)
$$

Finally, the conditional probability $p\left(g_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}, a_{t-1}\right)$ models that the actions of the robot can influence the intentions (goal) of the person. For instance, if the robot stays at the same place for a long time the person may be more willing to abandon; also, the other actions of the robot, like asking to be followed, will also affect the person intentions.

From the previous sections, it can be seen that the person goal, $g_{t}$, is not directly observable from the sensors. But it will influence the motion of the person, and thus it can be indirectly inferred from the observations available.

### 4.5 The reward structure

The task to be performed is defined by the reward function $R(s, a)$, which indicate the robot preferences. This reward function will be used to plan the best course of actions. In the particular task of person guidance, the objective is that the person accompanies the robot until the final point in the path.

$$
\begin{equation*}
R(s, a)=-\omega_{g} \| \text { goal }-p\left\|-\omega_{d}\right\| r-p \|-\omega_{a n n} c_{a n n}(a, g) \tag{10}
\end{equation*}
$$

The reward is composed, thus, of several cost functions, combined using different weights. The two first terms penalize that the person is far from the goal and the robot far from the person.
The term $c_{a n n}(a, g)$ models the annoyance to the persons given by certain actions of the robot. For instance, if the person is committed, it could be annoying to keep asking the person to follow the robot; or if the person is committed, a very high cost should be incurred if the task is cancelled.

## 5 Solving POMDPs

### 5.1 State of the art

The main objective of the guiding module is to solve the previous POMDP model to determine the policy (3) which indicates the actions that the robot should carry out given the current belief state, and that maximizes the expected cumulative reward.
In the last years, POMDPs [27] are more and more often used in robotics [18, 31, 36, 24, 5]. However, the broader application of planning under uncertainties methods faces a road blocker due to the curse of dimensionality (both, with respect to the state space and to the action-observation histories).

Two main kinds of algorithms can be found to solve POMDPs. In one hand, offline POMDP algorithms try to find offline the best action to be performed under all possible situations. Due to the inherent complexity, the first algorithms could be applied to just the simplest problems. Several algorithms have been proposed in the last years to deal with larger state, actions and observation spaces [50, 29, 3]. Most of these algorithms require to recompute the full policy when small changes on the environment dynamics happen.

Online forward-search-based POMDP algorithms have been proposed as an alternative for planning under uncertainties [44, 24]. In these online settings, the planner tries, for a certain lookahead planning horizon, to search for the best next action. These algorithms create a tree representing the reachable belief space for the horizon considered, and the objective is to find the best route (the one with a highest expected reward) through the tree in order to determine the best action to perform. After deciding and executing the action, a new planning iteration is performed. The problem again is that this search scales exponentially with the planning horizon.
Different strategies are considered to overcome this complexity. In some strategies, offline and online methods are combined: the offline method is used to obtain bounds that are later used in the online phase to prune branches of the belief tree to reduce the computational time [44]. In [25], the authors make use of the structure of certain problems, which allows the automatic construction of macro-actions, reducing effectively the action space for planning.
Here, we consider also forward-search algorithms for online planning under uncertainties. We analyze an additional factor that can be used to improve the scalability of these methods. In general, the algorithms described above do not consider any metric within the belief manifold. Our motivating idea is that planning can be made more efficient by introducing an adequate metric structure in it. In general, the tree representation used in forward-search will be actually a graph, where some belief points are visited more than once through different observation-action histories. Then we could reuse the accumulated reward for beliefs that have already been visited and that are in the same depth.

In this deliverable, we consider the use of divergence measures to determine the difference between belief points in the tree, so that we can determine nodes that represent the same belief point. By setting


Figure 10: An AND-OR Belief Tree with 2 actions and 2 observations. The OR-node are represented by triangles and the AND-nodes by circle. Notice it is time a belief appear in the same depth it mean that it has identical subtree (like belief b2).
a threshold on these measures and adjusting it, a balance between complexity and optimality can be achieved.

### 5.2 Online POMDP solvers

Forward-Search based online POMDP algorithms create an AND-OR tree by exploring the next beliefs for all possible actions and for all possible observations starting at an initial belief and for a planning horizon $D$ (see Fig. 10). The belief nodes are represented by OR nodes, in which an action has to be chosen. The actions are represented as AND nodes, where all potential observations $z$ that can occur has to be considered, each one leading to a new OR belief node.
The value of the root belief node is obtained by propagating the value estimates from the fringe of the tree, using the backup operator (5) at each node. The value $V^{*}$ on the leaves is typically computed by using an approximate value function computed offline.
The branching factor in AND-OR POMDP trees is $|A||Z|$ where $|A|$ is the number of actions and $|Z|$ is the number of observations, and the number of leaves nodes for a tree of depth $D$ is $(|A||Z|)^{D}$. Therefore, the number of nodes to be explored grows exponentially with the planning horizon.

In [44], a classification of POMDP online algorithms can be found, and also three strategies that are employed to improve the computing time required to choose the best action:

- Monte Carlo sampling algorithms: minimize the branching factor by sampling a subset of observations.
- Heuristic search algorithms: guide the search of the most relevant branch nodes.
- Branch and Bound algorithms: Prune nodes that are suboptimal compared to other that have already been expanded.
Here, a new insight is also considered in order to reduce the complexity of online POMDPs, which is the inclusion of topological and metric properties on the belief manifold. The next section presents an initial idea in this sense.


## 6 The FSBS algorithm

The first algorithm proposed is here is of the Branch and Bound kind, and proceeds via look-ahead search up to a fixed depth $d$ from an initial belief $b_{0}$. We use the structure of the RTBSS algorithm

```
function \(\operatorname{FSBS}(b, d, \delta)\)
    if \(d==0\) then
        return \(L(b)\)
    end if
    \(\left\{s t_{1}, s t_{2}, \ldots, s t_{|A|}\right\} \leftarrow \operatorname{orderbyAccReward}(b, d, \delta)\)
    \(L_{T}(b) \leftarrow-\infty\)
    \(i \leftarrow 0\)
    while \(i<|A|\) AND st \({ }_{i}\).AccReward \(>L_{T}(b)\) do
        \(a \leftarrow s t_{i}\). IdAction
        \(r A c c \leftarrow s t_{i}\).AccReward
        \(L_{T}(b, a) \leftarrow-\infty\)
        if \(s t_{i}\). isFoundSimilar then
            \(L_{T}(b, a) \leftarrow \operatorname{Reward}(b, a)+\gamma r \operatorname{Acc}\)
        else
            \(L_{Z}(b, a) \leftarrow \sum_{z \in Z} P(z \mid b, a) F S B S\left(b_{a}^{z}, d-1, \delta\right)\)
            \(L_{T}(b, a) \leftarrow \operatorname{Reward}(b, a)+\gamma L_{Z}(b, a)\)
            saveNode(b, a, d, \(\left.L_{T}(b, a)\right)\)
        end if
        \(L_{T}(b) \leftarrow \max \left\{L_{T}(b), L_{T}(b, a)\right\}\)
    end while
    return \(L_{T}(b)\)
end function
```

proposed by [44] to elaborate the FSBS (see Algorithm 1).
Thus, the algorithm creates a belief tree in a depth-first fashion. At each node of the tree, and upper $U_{T}(b)$ and lower $L_{T}(b)$ bound on the optimal value function $V^{*}$ are maintained. The bounds are propagated to the parent nodes using the backup operator (5):

$$
\begin{align*}
& L_{T}(b)= \begin{cases}L(b) & \text { if } b \in \operatorname{fringe}(T) \\
\max _{a \in A}\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) L_{T}\left(b_{a}^{z}\right)\right] & \text { otherwise }\end{cases}  \tag{11}\\
& U_{T}(b)= \begin{cases}U(b) & \text { if } b \in \text { fringe }(T) \\
\max _{a \in A}\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) U_{T}\left(b_{a}^{z}\right)\right] & \text { otherwise }\end{cases} \tag{12}
\end{align*}
$$

where $\operatorname{fringe}(T)$ is composed of the leaves of the tree. The algorithm uses the max-planes lower bound $L(b)$ [48] of the optimal value implemented in [49] (line 3). The recursive algorithm is called with the threshold $\delta$ used to determine if two belief points are equal.
The main idea of the algorithm is to reuse the calculated rewards for the nodes that have been already explored at the same depth. It is the heuristic that allows us not to expand nodes and aims at minimizing the branched nodes as much as possible. Therefore, if the next belief to be expanded is similar to a saved belief at the same depth (according to the similarity threshold $\delta$ ), that belief will not be expanded because its value is already calculated (see Fig. 10). The similarity between beliefs is computed by using one of the divergence measures described in Section 6.1.

To determine the similarity between beliefs, we keep a node list for each depth $d$, node List ${ }_{d}$. Every node contains the following items: the belief $b$; an action; and the lower bound on the accumulated reward if that action is applied to the belief, $L_{T}(b)$. We only keep the beliefs up to depth $D-1$ because the leaf nodes cannot be expanded.

The function orderbyAccReward in line 5 is used to find the accumulated rewards that are obtained when we apply each action to the current belief.

For each action at depth $d$, the orderbyAccReward function looks for a similar belief in nodeList ${ }_{d}, b^{\prime}$, considering a similarity threshold $\delta$. If a belief is successfully found, the accumulated reward that was already stored, $L_{T}\left(b^{\prime}\right)$, is assigned to it, and if not, it is assigned as $\infty$ in order to get expanded first.

The orderbyAccReward function returns a list, sorted by accumulated reward, in which each element contains the following items: the action associated; the accumulated reward if this action is applied to the input belief if exists; and a variable that indicates whether the resulting belief is already in a depth on the tree or not.

In line 12-13 we reuse the accumulated reward if a similar node is found at the same depth. In this case, we stop expanding along that path. If not, we expand and keep the node (line 15-18). To finish we choose the action that maximizes the accumulated reward (line 21).

We calculate the optimal policy as:

$$
\begin{array}{r}
\pi^{*}\left(b_{0}, D\right)= \\
\arg \max _{a \in A}\left(R\left(b_{0}, a\right)+\gamma \sum_{z \in Z} P(z \mid b, a) F S B S\left(b_{0 a}^{z}, D-1, \delta\right)\right)
\end{array}
$$

This is applied in each planning iteration. At every iteration, the optimal action is applied and then a new forward search is performed, in receding horizon fashion.

### 6.1 Determining the similarity between belief functions

The key idea of the FSBS algorithm is to define a similarity measure between belief points. For close enough belief points, we can reuse the computed lower bound on the $Q$ function, and it is not required to re-explore the subtree rooted at that point.

There are different measures that can be used to determine the similarity between probability distributions. Here, we will analyze three measures from the field of information theory; namely, the Bhattacharyya distance, $D_{B}$ (13); the Jensen-Shannon (JS) divergence $D_{J S}$ (16), which uses the KullbackLeibler divergence $D_{K L}$ (15); and finally, the the Rénji divergence, a generalization of relative entropy; in particular the divergence of order $2, D_{R 2}$ (14). Given two discrete beliefs (probability distributions) $p(s)$ and $q(s)$, they are defined as:

$$
\begin{gather*}
D_{B}(p \| q)=-\ln \left(\sum_{s \in S} \sqrt{p(s) q(s)}\right)  \tag{13}\\
D_{R 2}(p \| q)=\log E\left[\frac{p}{q}\right]=\log \sum_{s \in S} p(s) \frac{p(s)}{q(s)}  \tag{14}\\
D_{\mathrm{KL}}(p \| q)=\sum_{s \in S} p(s) \ln \frac{p(s)}{q(s)}  \tag{15}\\
D_{J S}(p \| q)=\frac{1}{2}\left(D_{K L}\left(p \| \frac{p+q}{2}\right)+D_{K L}\left(q \| \frac{p+q}{2}\right)\right) \tag{16}
\end{gather*}
$$

These three statistical divergences have been used in many areas. Rénji divergence has been used in domain adaptation [32]. The Jensen-Shannon divergence has been used in imaging processing [21] and active learning settings [2]; also, the Bhattacharyya distance has been used in image processing for histogram comparison [6].

For our algorithm, the best choice is a statistical distance with a low computational complexity and that can compare any given couple of probability distribution. The computational complexity of all of them is $O(|S|)$, with $|S|$ the number of states. Among them, the Rénji divergence of order 2 is the fastest to compute. However, the main problem here is that the divergence is only defined if $q(s)>0$ for all $p(s)>0$, and therefore it leads to many cases in which the two beliefs are not comparable. Also, it is not symmetric. By contrast, the JS divergence is always defined for two fixed beliefs; moreover, it is bounded between 0 and 1 [30] and symmetric; the drawback is that it requires to calculate the KL divergence twice. Between these both statistical distances, we encounter the Bhattacharyya distance with a medium computational complexity.

Table 1: Comparative between statistical distance

| Distance | Complexity | Always defined | Range |
| :--- | :---: | :---: | :--- |
| Bhattacharyya | Medium | Yes | $0 \leq D_{B} \leq \infty$ |
| Rénji 2 | Low | No | $0 \leq D_{R 2} \leq \infty$ |
| Jensen Shannon | Hight | Yes | $0 \leq D_{J S} \leq 1$ |

Although some of the measures are sometimes called distances, as the KL distance, actually they are not proper distance measures, as the triangle inequality usually does not hold for them. However, the square root of the JS divergence is a metric [15], and thus we will focus the analysis on the JS divergence.

### 6.2 Analysis using benchmarks

In order to evaluate the FSBS algorithm, we have implemented RTBSS [38] as baseline algorithm. We have used Trey Smith's library [49] for the implementations. Moreover, we have adapted the library so that it can be used in ROS (Robotic Operating System) [42]. We have used the POMDP parser and the structure provided by [49] to implement FSBS, and we have also used the lower bound included in it as utility function (Algorithm 1, line 3). For the RTBSS implementation, we have employed the upper bound implemented in it too.
For evaluation, we have considered two well known benchmark problems widely used to test and compare POMDP algorithms: RockSample [47] and Tag [40]. The methodology employed has been the following: the FSBS algorithm is executed, considering different thresholds in the similarity function used to compare belief points. Moreover:

- For RockSample we have executed all possible rock configurations twenty times for each statistical divergence measure of Section 6.1 and for each threshold.
- Regarding the Tag problem, we executed five times all the possible start configurations (trivial cases not included), only for the JS divergence and for each threshold.
We also executed RTBSS (using the lower and upper bound provided by [49]) and what we denominate the equal case (the FSBS algorithm in which two beliefs $b$ and $b^{\prime}$ are marked as similar only if $\forall s \in$ $\left.S b(s)=b^{\prime}(s)\right)$ for the previous two benchmarks and the same configurations.
For each of these executions we have recorded the mean number of branch nodes used by the algorithm, the mean expected reward returned by the algorithm and the total time used per run of the problem. The figures below will show the mean of these values and their standard deviations for all the runs performed ${ }^{2}$.


### 6.2.1 Rock Sample Benchmark

As RockSample7_8 is a problem with a branch factor 26 , and we are comparing all statistical divergences for a depth of 4 , we have therefore 18278 nodes that can be expanded. In Fig. 11 we can see the mean number of branch nodes per problem execution for the different options. All statistical divergences are represented on the upper horizontal axis except Rényi's divergence of order 2 which is represented in the lower horizontal axis. As said above, we compare here different thresholds for each statistical divergence measure. The RTBSS and equal comparison are duplicated for all threshold values for a more user-friendly reading.
As expected, the number of branch nodes decreases if we increase the threshold. The Bhattacharyya distance behaves worse than the JS case as when $p_{i}=0$ it cannot differentiate the value for $q_{i}$ and vice versa, so less nodes are found as being similar. The Rényi's divergence needs a higher threshold to

[^1]

Figure 11: Left: Number of branch nodes (RockSample). The graphic shows the mean number of nodes and its variance for different divergence measures and thresholds. The RTBSS case and the equal case are shown as well. Right: Expected Reward (right vertical axis) and execution time (left vertical axis) for RTBSS and FSBS using the JS divergence (RockSample)


Figure 12: (a)Expected Reward (right axis) and execution time (left axis) for RTBSS and for FSBS using the Bhattacharyya distance (RockSample). (b) Expected Reward (right axis) and execution time (left axis) for RTBSS and for FSBS using the Rényi's divergence of order 2 (RockSample)
prune because it is not defined in case $q_{i}$ is equal to 0 . It is important, moreover, to notice that even in the case of the removal of equal nodes, a significative reduction of nodes is achieved with respect to the original RTBSS.

More importantly, we also compare the expected reward to check how the reduction of nodes affects the performance of the planner. In Fig. 11, right, we can see the comparison of the expected reward for FSBS using the JS divergence and RTBSS. We observe how the expected reward of the JS case remains very close to the one obtained by the RTBSS for a threshold lower than 0.25 . The figure also shows the execution time for both algorithms. Above this threshold our algorithm improves the time performance because it always expands a little quantity of nodes (less than $5 \%$ ). For lower thresholds than 0.2, the Jensen Shannon divergence computation cost increases and makes the expected time worst than RTBSS. As expected, for larger thresholds the reward obtained is reduced.

In Fig. 12 we can see the comparison for the case of the Bhattacharyya distance. The Bhattacharyya distance has a similar behavior to the JS Divergence, as it remains very close to the expected value of RTBSS for thresholds lower 0.3. However, the expected reward for JS is most often better than for the Bhattacharyya distance. The lower computation cost improves the expected time, although the number of branch nodes is always higher than in the JS case for thresholds higher than 0.1 (see Fig. 11).
Regarding RockSample we can finally see in Fig. 12 the comparison when using the Rényi's divergence of order 2. The reward also remains very close to the expected for thresholds lower than 2.

When comparing the mean execution time for each statistical distance, using the maximum threshold that maintains the expected reward equal in mean to the RTBSS ( $0.2 \mathrm{JS}, 0.3$ in Bhattacharyya and 2 in


Figure 13: (a) Number of branch nodes (Tag): the graphic shows the mean number of nodes and its variance for Jensen Shannon divergence and thresholds (right axis). The RTBSS case and the equal case are shown as well (left axis). (b) Expected Reward (right axis) and execution time (left axis) for RTBSS and for FSBS using the JS divergence (Tag).

Rényi), it can be seen that the Bhattacharyya gets the lowest execution time.

### 6.2.2 Tag Benchmark

In the case of the Tag benchmark [40] the branching factor is 145 . We carried out a comparison for depth 4 , which implies that 3069795 nodes can be expanded, and we focus on the JS divergence in this case, as commented above. In Fig. 13 we can observe the mean of the number of branch nodes per problem execution for the different options. It can be seen how the FSBS algorithm with the JS divergence manages to reduce the number of branch nodes to nearly an $8 \%$ of the nodes expanded by RTBSS. As expected, the number of branch nodes decreases if we increase the threshold, and we therefore obtain the same behavior as in RockSample.

In Fig. 13, right, we can observe the comparison of the expected cumulative reward for FSBS using the JS divergence and that of RTBSS. In this case, the expected reward of the JS case is nearly equal to the expected value of RTBSS for thresholds below 0.01 . For higher thresholds, the reward remain fairly close to the to the RTBBS reward. However, time improves substantially, like in RockSample, as we increase the threshold, with a $90 \%$ reduction of execution time when compared to RTBSS for thresholds above 0.2.

### 6.3 Approximation analysis

In this section we analyze the error committed by our approach. Basically we need to characterize the error on the computed value function for the root node in, given by:

$$
\hat{V}\left(b_{0}=\max _{a \in A}\left(R\left(b_{0}, a\right)+\gamma \sum_{z \in Z} P(z \mid b, a) F S B S\left(b_{0 a}^{z}, D-1, \delta\right)\right)\right.
$$

There are several theorems that can lead us to this analysis:
First, the following theorem bounds the error committed when performing a full look-ahead search and using an approximate value function $\hat{V}$ at the leaves [44, 23]:
Theorem 1. Let $\hat{V}$ be an approximate value function and $\epsilon=\sup _{b}\left|V^{*}(b)-\hat{V}(b)\right|$. Then the approximate value $\hat{V}^{D}(b)$ returned by a $D$-step lookahead from belief $b$, using $\hat{V}$ to estimate fringe node values, has error bounded by $\left|V^{*}(b)-\hat{V}^{D}(b)\right| \leq \epsilon \gamma^{D}$.
For $\gamma \in[0,1)$ it means that the estimated value at the root is improved given any approximation to the value function (like the lower bound employed above). The deeper the search the lower the error committed.

This theorem can be applied to the original RTBSS case. In FSBS, during the lookahead full subtrees are approximated by the values of other subtrees whose root nodes are similar (considering the similarity measures, see Fig. 10) and which have been previously explored.
Therefore, it is important to characterize which error is committed when we use a similar belief point instead of the actual one in FSBS. The following lemma [26] determines the error committed when using the value function computed at $b$ to compute the value at $b^{\prime}$ :

Lemma 1. For any two belief points $b$ and $b^{\prime},\left|V^{*}\left(b^{\prime}\right)-V^{*}(b)\right| \leq \frac{R_{\max }}{1-\gamma}\left\|b^{\prime}-b\right\|_{1}$
Furthermore, the following lemma relates the L1-norm with the Jensen-Shannon distance [54]:
Lemma 2. Given to belief points $b$ and $b^{\prime}, \frac{1}{2}\left\|b^{\prime}-b\right\|_{1} \leq \sqrt{D_{J S}\left(b, b^{\prime}\right)} \leq \sqrt{\log 2\left\|b^{\prime}-b\right\|_{1}}$
Then, we are now in condition to determine the error we commit when we substitute the optimal value function at a belief point $b^{\prime}, V^{*}\left(b^{\prime}\right)$ by the FSBS estimation at a different belief point $b, \hat{V}(b)$, which is closer to $b^{\prime}$ (in the JS sense) than a threshold $\delta$. This error is denoted by $\left|V^{*}\left(b^{\prime}\right)-\hat{V}(b)\right|$.
Theorem 2. Let $\hat{V}$ be an approximate value function and $\epsilon=\sup _{b}\left|V^{*}(b)-\hat{V}(b)\right|$. The error committed by the FSBS algorithm for a lookahead $D$ and considering a threshold $\delta$ to determine that two belief points are equal is bounded by:

$$
\begin{equation*}
\left|V^{*}\left(b^{\prime}\right)-\hat{V}_{F S B S}^{D}(b)\right| \leq \frac{\left(1-\gamma^{D+1}\right) R_{\max }}{(1-\gamma)^{2}} 2 \sqrt{\delta}+\gamma^{D} \epsilon \tag{17}
\end{equation*}
$$

Proof. If at a given depth, we substitute the optimal value $V^{*}\left(b^{\prime}\right)$ at the root of a subtree $b^{\prime}$ by the estimated value by lookahead search at a different node of the same level $b, \hat{V}(b)$, we have:

$$
\begin{aligned}
\left|V^{*}\left(b^{\prime}\right)-\hat{V}^{D}(b)\right| & =\left|V^{*}\left(b^{\prime}\right)-\hat{V}^{D}(b)+V^{*}(b)-V^{*}(b)\right| \leq \quad \text { add } 0 \\
& \leq\left|V^{*}\left(b^{\prime}\right)-V^{*}(b)\right|+\left|V^{*}(b)-\hat{V}^{D}(b)\right| \leq \quad \text { Triangular inequality } \\
& \leq \frac{R_{\max }}{1-\gamma}| | b^{\prime}-b \|_{1}+\left|V^{*}(b)-\hat{V}^{D}(b)\right| \leq \quad \text { Lemma 1 } \\
& \leq \frac{R_{\max }}{1-\gamma}\left\|b^{\prime}-b\right\|_{1}+\epsilon \gamma^{D} \leq \quad \text { Theorem 1 } \\
& \leq \frac{R_{\max }}{1-\gamma} 2 \sqrt{D_{J S}\left(b^{\prime}, b\right)}+\epsilon \gamma^{D} \leq \quad \text { Lemma 2 } \\
& \leq \frac{R_{\max }}{1-\gamma} 2 \sqrt{\delta}+\epsilon \gamma^{D} \quad \text { Maximum distance (threshold) }
\end{aligned}
$$

where $\epsilon$ is the error on the approximation used in the lookahead from $b$ and $D$ the depth of the subtree rooted at $b$.

This should be iterated, because this error $\epsilon$ may depend on the approximations used in this subtree due to the JS distance-based pruning. Therefore, for the leave nodes $(D=0)$, we have that the error is bounded by:

$$
\phi_{0}=\frac{R_{\max }}{1-\gamma} 2 \sqrt{\delta}+\epsilon
$$

At the next parent level, we have:

$$
\phi_{1}=\frac{R_{\max }}{1-\gamma} 2 \sqrt{\delta}+\gamma \phi_{0}=\frac{R_{\max }}{1-\gamma} 2 \sqrt{\delta}+\gamma\left(\frac{R_{\max }}{1-\gamma} 2 \sqrt{\delta}+\epsilon\right)
$$

At the following level:

$$
\phi_{2}=\frac{R_{\max }}{1-\gamma} 2 \sqrt{\delta}+\gamma \frac{R_{\max }}{1-\gamma} 2 \sqrt{\delta}+\gamma^{2}\left(\frac{R_{\max }}{1-\gamma} 2 \sqrt{\delta}+\epsilon\right)
$$

At the root node:

$$
\phi_{D}=\frac{R_{\max }}{1-\gamma} 2 \sqrt{\delta}\left(1+\gamma+\gamma^{2}+\ldots+\gamma^{D}\right)+\gamma^{D} \epsilon=\frac{\left(1-\gamma^{D+1}\right) R_{\max }}{(1-\gamma)^{2}} 2 \sqrt{\delta}+\gamma^{D} \epsilon
$$

But $\phi_{D}=\left|V^{*}\left(b^{\prime}\right)-\hat{V}_{F S B S}^{D}(b)\right|$ is the error at the root node, which is the one we are looking:

$$
\begin{equation*}
\left|V^{*}\left(b^{\prime}\right)-\hat{V}(b)\right| \leq \frac{\left(1-\gamma^{D+1}\right) R_{\max }}{(1-\gamma)^{2}} 2 \sqrt{\delta}+\gamma^{D} \epsilon \tag{18}
\end{equation*}
$$

## 7 Graph-based Online POMDP (GO-POMDP)

The goal of previous section was to show that introducing similarity measurements between belief points in online POMDP algorithms reduces the complexity and minimizes the number of nodes used. We have employed a branch and bound algorithm as baseline because branch and bound algorithms always explore the same tree for a fixed depth and a same given input, which enables us to carry out comparisons between trees with the same depth.
Of course, heuristic search algorithms, like AEMS2 [44], can obtain much better policies. In heuristic search algorithms, the belief tree is not completely explored for a fixed depth. Instead, the fringe nodes $b \in \operatorname{fringe}(T)$ are expanded according to a heuristic function $H_{T}(b)$ that indicates how relevant is a particular node. At each iteration, the fringe node that maximizes the heuristic is expanded. Then, the values of its ancestors are updated, and the heuristics are recomputed.
The heuristic computation implies an additional cost and the heuristic value should be known for all the fringe nodes before the candidate to be expanded is chosen. For this reason, the number of expanded nodes is far inferior than in branch and bound algorithms. However, heuristic search algorithms select only representative nodes, which in general improves the final result.
In this section we present the final POMDP technique developed. This technique extends heuristic search by introducing the similarity measures within the belief tree. By searching similar nodes all over the tree, and not only at each level of the tree, the final structure is a graph, in which actions can lead to revisit existing belief nodes. This structure reflects more accurately the real topology of the belief manifold (see Fig. 14); by reusing visited nodes we expect to combine the strength of online and offline POMDPs.

The main issues are the implementation of the two main steps on the POMDP solution using a graph:

- the online building of the graph: that is, how the graph should be expanded at every iteration;
- and the update of the value functions. Now, the backup equation (5) has to be iterated, as there may be loops in the graph
In order to cope with the graph structure, we will extend and modify Iterative-Boundling LAO* [56], a variant of LAO* [22], which is a technique for solving heuristic search problems, and in particular MDPs, in graphs. We apply those algorithms to the problem at hand, our graph-based POMDP. These techniques can be applied as a POMDP can be seen as a MDP over the belief states.


### 7.1 LAO* and Iterative Bounding LAO*

As commented above, the main difference of a graph version with respect to the tree lies on the solving procedure. While in a tree the approximate value on the leaves is propagated towards the root through a backwards induction (11), in the case of a graph, as there can be cycles, the propagation of the value involves a dynamic programming step by means of value iteration.


Figure 14: (a) Tree resulting of a heuristic search. The octogonal shape represents the initial belief. The triangles represent OR nodes (where an action should be taken) and the circles AND nodes (contingent nodes where observations occur). (b) The resulting graph. It can be see how many of the OR nodes are reused, loops occur, etc. In red it is marked the current best solution graph.

The POMDP AND/OR graph can be also represented as an hypergraph, in which the nodes of the hypergraph are the OR nodes of the AND/OR graph. To each action can be associated an hyperedge that links this node to all the OR nodes that can be reached by applying that action (they can be several depending on the observations at the AND node).
We need some definitions:
Definition 1. The POMDP implicit hypergraph $G$ can be defined as follows:

- the initial belief $b_{0}$ is part of the graph.
- For all the actions a that can be applied to a belief point $b$ in the graph, the successors of $b$ are $\tau(b, a, z), \forall z$. All these successors are part also of the graph $G$ (for each action a hyperedge there will be several successors due to the several potential observations).
- The leaves of $G$ consists of absorbing belief states, that is belief states in which a termination action is selected, or in which every action leads to the same belief node.
Notice that absorbing belief states may not exist in general, and the POMDP graph could grow indefinitely or be closed (with no leaves).

For an implicit (hyper-)graph $G$ we can define a solution graph:
Definition 2. A solution graph $G_{\pi}$ of the graph $G$ is a subgraph $G_{\pi} \subseteq G$ in which

- The initial belief point $b_{0}$ is part of the solution graph, $b_{0} \in G_{\pi}$
- For any non-leaf node $b$ in $G_{\pi}$ there is exactly just one hyperedge corresponding to one action a, and all the belief successors $b_{a}^{z}=\tau(b, a, z), \forall z$ of that action are part of $G_{\pi}$
- Only the leaves in $G$ can be leaves in $G_{\pi}$

A solution graph defines a policy $\pi(b)$ which indicates the action that should be taken in any belief point reachable from $b_{0}$. There are many possible solution graphs. They could be ranked according to the value function $V^{\pi}$, (19), associated to the policy defined by the graph. The best solution graph will correspond to the optimal value function $V^{*}$ and optimal policy $\pi^{*}$.
The objective is to find a solution graph without having to explore the full implicit graph $G$. LAO* and Iterative-Bounding LAO proceed by building incrementally an explicit subgraph $G^{\prime} \subseteq G$ that initially consists only of the initial belief point $b_{0}$.

Let $G_{\pi}^{\prime}$ be a solution graph of this subgraph $G^{\prime}$, built by selecting at each node $b$ the hyperedge corresponding to action $a$ that

$$
\begin{equation*}
\left.a=\pi(b)=\underset{a \in A}{\arg \max }\left[R(b, a)+\gamma \sum_{z \in Z} P(z \mid b, a) V\left(b_{a}^{z}\right)\right)\right] \tag{19}
\end{equation*}
$$

If all leaves of $G_{\pi}^{\prime}$ are leaves of $G$ (absorbing beliefs) or $G_{\pi}^{\prime}$ is closed (it has no leaves), then $G_{\pi}^{\prime}$ is also a solution of $G$. If the leaves of $G_{\pi}^{\prime}$ are non-terminal, then $G_{\pi}^{\prime}$ is called a partial solution graph (leading to a partial policy). LAO expands the current explicit graph $G^{\prime}$ by indicating actions for the fringe of the current partial solution $G_{\pi}^{\prime}$, thus incrementally expanding it until a solution of $G^{\prime}$ is also a solution of $G$.
Definition 3. The set fringe $\left(G_{\pi}^{\prime}\right)$ consists of all the leaf nodes of the graph $G_{\pi}^{\prime}$ which are not absorbing nodes.

The LAO* algorithm is summarized in Algorithm 2. As it can be seen, in line 4 the algorithm performs value iteration on the ancestors belief states of the expanded node in the partial solution graph $G_{\pi}^{\prime}$ until convergence. Then, in step 6, value iteration is performed in the full partial solution graph $G_{\pi}^{\prime}$ until convergence or the partial solution graph changes and a new leave appears.
Our algorithm is based on Iterative Bounding LAO* [56], which is a variant of LAO* more suitable for real-time performance, and that can be applied to MDPs (and POMDPs in this case).

In the following, the modification and specifies for our algorithm are described.

```
\(G^{\prime} \leftarrow\left\{b_{0}\right\}\)
while \(\operatorname{fringe}\left(G_{\pi}^{\prime}\right) \neq \emptyset\) do
    Expand one belief node in fringe \(\left(G_{\pi}^{\prime}\right)\) and add the resulting node to \(G^{\prime}\)
    Perform value iteration on all the ancestor nodes of the newly expanded node according to the
marked actions on the best solution graph \(G_{\pi}^{\prime}\).
end while
Perform value iteration on all the nodes of \(G_{\pi}^{\prime}\)
if fringe \(\left(G_{\pi}^{\prime}\right) \neq \emptyset\) then
    Go to step 2
end if
return \(G_{\pi}^{\prime}\)
```

Algorithm 3: GO-POMDP Algorithm

```
\(G^{\prime} \leftarrow\left\{b_{0}\right\}\)
while !timeout do
    while \(\epsilon\left(b_{0}\right)>\epsilon\) and !timeout do
        if fringe \(\left(G_{\pi}^{\prime}\right) \neq \emptyset\) then
            Select \(b \in \operatorname{fringe}\left(G_{\pi}^{\prime}\right)\) to expand
            EXPAND \((b, \delta)\)
            Update(b)
        else
            Perform a backup operation on all nodes of \(G_{\pi}^{\prime}\).
        end if
    end while
end while
return \(G_{\pi}^{\prime}\)
```


### 7.2 GO-POMDP

The GO-POMDP algorithm builds the graph online, while at the same time solving for the optimal action. As in FSBS (see Section 6), at each belief node a lower $L_{G}(b)$ and upper $U_{G}(b)$ bounds on the optimal value function $L_{G}(b) \leq V^{*}(b) \leq U_{G}(b)$ are maintained. These bounds will be used to prune search branches when the error bound on the optimal solution value is below a certain threshold. Then, the algorithm proceeds until the error bound on the root is below a given threshold, or a timeout is reached.

The stop condition is met when the difference between bounds $\epsilon\left(b_{0}\right)=U_{G}\left(b_{0}\right)-L_{G}\left(b_{0}\right)$ is higher than a predefined value $\epsilon$; or when $L_{b_{0}} \geq U_{G}\left(b_{0}, a\right) \forall a \neq \arg \max _{a \in A} L_{G}\left(b_{0}, a\right)$, that is, when an action dominates all the others at the root node.

Algorithm 3 summarizes the procedure. Two steps are interleaved, expansion and backup of the ancestors. During backup, and differently from LAO, no value iteration is performed, but just one backup operation per ancestor.
An important issue is how to determine the nodes to expand from the fringe. A good heuristic is key to perform an intelligent search for the nodes.

### 7.2.1 Update and partial solution selection

The update step in GOPOMDP is described in Algorithm 4. During this update step, the bounds on all the ancestors of the new belief are updated using the backup operation:

$$
L_{G}(b)=\max \left[L_{G}(b), \max _{a \in A}\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) L_{G}\left(b_{a}^{z}\right)\right]\right]
$$

```
function UPDATE(b')
    while \(b^{\prime} \neq b_{0}\) and not visited \(b^{\prime}\) do
        Select the ancestor \(b \in G_{\pi}^{\prime}\) of the node \(b^{\prime}\) according to the current best policy ( \(b^{\prime}\) is reached
by applying the action \(a_{\pi}\) at \(b\) )
        \(L_{G}(b)=\max \left[L_{G}(b), \max _{a \in A}\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) L_{G}(\tau(b, a, z))\right]\right]\)
        \(U_{G}(b)=\min \left[U_{G}(b), \max _{a \in A}\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) U_{G}(\tau(b, a, z))\right]\right]\)
        \(a_{\pi}=\arg \max _{a \in A}\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) U_{G}(\tau(b, a, z))\right]\)
        \(H_{G}^{*}(b)=\max _{z \in Z} \gamma p\left(z \mid b, a_{\pi}\right) H_{G}\left(\tau\left(b, a_{\pi}, z\right)\right)\)
        \(z^{*}=\arg \max _{z \in Z} \gamma p\left(z \mid b, a_{\pi}\right) H_{G}\left(\tau\left(b, a_{\pi}, z\right)\right)\)
        \(b_{G}^{*}(b)=b_{G}^{*}\left(\tau\left(b, a_{\pi}, z^{*}\right)\right)\)
        \(b^{\prime} \leftarrow b\)
    end while
    return \(G_{\pi}^{\prime}\)
end function
```


## Algorithm 5: GO-POMDP: Expand Function

```
function \(\operatorname{EXPAND}(b, \delta)\)
    for all \(a \in A\) do
        for all \(z \in Z\) do
            \(b^{\prime} \leftarrow \tau(b, a, z)\)
            if ! SEARCH \(\left(b^{\prime}, G^{\prime}, \delta\right)\) then
                    \(L_{T}\left(b^{\prime}\right)=L\left(b^{\prime}\right)\)
                    \(U_{T}\left(b^{\prime}\right)=U\left(b^{\prime}\right)\)
                    \(H_{T}^{*}\left(b^{\prime}\right)=U\left(b^{\prime}\right)-L\left(b^{\prime}\right)\)
                    \(b_{T}^{*}\left(b^{\prime}\right)=b^{\prime}\)
                    Add \(b^{\prime}\) to \(G^{\prime}\)
            end if
        end for
    end for
    return \(G^{\prime}\)
end function
```

$$
U_{G}(b)=\min \left[U_{G}(b), \max _{a \in A}\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) U_{G}\left(b_{a}^{z}\right)\right]\right]
$$

During this operation, the partial solution graph $G_{\pi}^{\prime}$ is also updated; that is, the actions marking the current solution. The partial solution graph is performed over the upper bound policy, so that

$$
\begin{equation*}
\left.a_{\pi}=\underset{a \in A}{\arg \max }\left[R(b, a)+\gamma \sum_{z \in Z} \operatorname{Pr}(z \mid b, a) U_{G}\left(b_{a}^{z}\right)\right)\right] \tag{20}
\end{equation*}
$$

This step can lead to a different best solution graph $G_{\pi}^{\prime}$, which is indicated by the actions $a_{\pi}$ at each node. The current best partial solution graph is indicated by the red edges in Figs. 14 and 15.

### 7.2.2 Expansion

The expansion of the selected node consists simply on generating all the successor nodes for all the potential actions and observations. For each successor node $b^{\prime}$, first the current graph $G^{\prime}$ is searched to see if a there is a similar node, closer than $\delta$. In that case, the hyper edges of the graph are adjusted accordingly. If there is none, for the newly expanded belief $b^{\prime}$ the upper and lower bounds are initialized using precomputed bounds. Algorithm 5 describes the main steps.


Figure 15: Left: expansion phase. Right: update phase. (a) The graph after an expansion. (b) The bounds, as well as the heuristic values $H_{T}$, are updated. Also, the new best action graph is obtained. (c) Node 16, with the highest heuristic value, is expanded. (d) Again, the bounds and heuristics are updated. (e) Node 8 is expanded. (f) The values are updated. The current best solution graph indicates a policy (which action should be taken at each node).

The key issue on the expansion is how to select the next node from the fringe to be expanded. The intuition behind typical approaches is to expand those nodes that can contribute most to the error of the currently estimated optimal value function at the root node $b_{0}$.
According to [43], for a tree-based heuristic search, the error contribution of a fringe node on the error committed at the root estimation is given by:

$$
\begin{equation*}
e_{G}\left(b, b_{0}\right)=\gamma^{d\left(H_{\pi^{*}}\left(b, b_{0}\right)\right)} p\left(H_{\pi^{*}}\left(b, b_{0}\right) \mid b_{0}, \pi_{*}\right)\left(V^{*}(b)-L_{G}(b)\right) \tag{21}
\end{equation*}
$$

where $H_{\pi^{*}}\left(b, b_{0}\right)$ is a path between $b_{0}$ and $b$ following the optimal policy $\pi^{*}$ and, by a slight abuse of notation, $p\left(H_{\pi^{*}}\left(b, b_{0}\right) \mid b_{0}, \pi_{*}\right)$ is the probability of that path given the policy (that is, the probability of getting the observations $z$ that lead to that particular path between the root belief point, $b_{0}$, and $b$ ).

As the optimal value and optimal policy is not known, the idea proposed in [44] is to approximate $\left(V^{*}(b)-L_{G}(b)\right)$ by $\left(U_{G}(b)-L_{G}(b)\right)$, and also the optimal policy by the currently estimated policy using the upper-bound. Then, this can be computed by propagating up the heuristic value through the current policy. This heuristic is called AEMS2.

In the case of a graph, the computation of the error at the root is more complicated, as there can be several paths between the root and a particular fringe node. So the total error is the sum for all the potential paths between $b_{0}$ and $b, H_{G}\left(b, b_{0}\right)$.

$$
\begin{equation*}
e_{G}\left(b, b_{0}\right)=\sum_{h \in H_{G}\left(b, b_{0}\right)} \gamma^{d(h)} p\left(h\left(b, b_{0}\right) \mid b_{0}, \pi_{G}\right)\left(U_{G}(b)-L_{G}(b)\right) \tag{22}
\end{equation*}
$$

In our approach, we propagate the heuristic value using the current partial solution graph (and policy) and not revisiting any node. Then, for each node in the graph, a heuristic value is maintained $H_{G}^{*}(b)$, which is the contribution of that particular node in the path to the fringe node:

$$
H_{G}^{*}(b)= \begin{cases}U_{G}(b)-L_{G}(b) & \text { if } b \in \text { fringe }\left(G^{\prime}\right) \\ \max _{z \in Z} \gamma \operatorname{Pr}\left(z \mid b, a_{\pi}\right) H_{G}\left(\tau\left(b, a_{\pi}, z\right)\right) & \text { otherwise }\end{cases}
$$

Also, at each node of the graph a reference to the best node to be expanded $b_{G}^{*}(b)$ is maintained and updated if needed:

$$
b_{G}^{*}(b)= \begin{cases}b & \text { if } b \in \operatorname{fringe}\left(G^{\prime}\right) \\ b_{G}^{*}\left(\tau\left(b, a_{\pi}, z^{*}\right)\right) & \text { otherwise }\end{cases}
$$

where

$$
z^{*}=\underset{z \in Z}{\arg \max } \gamma \operatorname{Pr}\left(z \mid b, a_{\pi}\right) H_{G}\left(\tau\left(b, a_{\pi}, z\right)\right)
$$

These computations are performed during the backup operations as before.
When a new expansion is to be performed, the reference to the best node to expand at the root, $b_{G}^{*}\left(b_{0}\right)$ is selected and expanded following Algorithm 5.

### 7.3 Approximation analysis

In GOPOMDP we should also estimate the error committed at the root node $b_{0}$ due to the approximation bounds employed and the threshold used in the distance to determine if two beliefs are similar (this distance will influence the structure of the graph).

Two analysis lead to the same result. If the graph is closed, then at every point we perform value iteration until convergence (or until a timeout). This situation is the same as in point-based offline solvers, which select only a discrete set of beliefs to determine the optimal value function.


Figure 16: (a)Expected Reward and success rate (right axis) for the Tag benchmark as a function of the similarity threshold. (b) EBR and LBI (right axis)


Figure 17: (a)Mean number of nodes expanded and percentage of reused nodes (right axis) between cycles. Mean total execution time for the Tag mission.

In particular, following the same argument as in [41] for PBVI, it can be seen that in this case, and for a maximum distance threshold of $\delta$ between any belief point and the beliefs in the graph, the error with respect to the optimal value function is given by:

Theorem 3. For a given distance threshold $\delta$, the error on the estimated optimal value function $\hat{V}$ for each node of the graph committed by the GO-POMDP algorithm is bounded by:

$$
\begin{equation*}
\left|V^{*}(b)-\hat{V}(b)\right| \leq \frac{R_{\max }}{(1-\gamma)^{2}} 2 \sqrt{\delta} \tag{23}
\end{equation*}
$$

The same conclusion can be reached if we considered a closed graph as a version of a lookahead tree with infinite depth. In that case, from Theorem 2, and setting $D \rightarrow \infty$, we arrive at the same result.

### 7.4 Benchmarking

We have also evaluated the approach by using the Tag benchmark [40] against the AEMS2 heuristic search [44] for a fixed time at each planning cycle of 0.5 seconds. We use the JS divergence in this case. We have executed the Tag problem 5 times at each configuration.

Figure 16 shows the expected reward obtained by different threshold levels. The threshold $\delta=0$ corresponds to the AEMS2 algorithm. In this particular case, we do not perform the search (that is, this algorithm does not incur on the additional cost of searching in the graph).

It can be seen how the expected reward degrades with the distance threshold employed, as expected from the analysis above. However, this degradation is low for small thresholds.

Following [44], we also computed the following comparison metrics. The Error Bound Reduction (EBR), defined as:

$$
\begin{equation*}
E B R\left(b_{0}\right)=1-\frac{U_{G}\left(b_{0}\right)-L_{G}\left(b_{0}\right)}{U\left(b_{0}\right)-L\left(b_{0}\right)} \tag{24}
\end{equation*}
$$

which indicates how much the algorithm is able to reduce the initial precomputed bounds. Furthermore, the Lower Bound Improvement (LBI) is computed:

$$
\begin{equation*}
L B I\left(b_{0}\right)=L_{G}\left(b_{0}\right)-L\left(b_{0}\right) \tag{25}
\end{equation*}
$$

which indicates the true error reduction. In both cases, the higher the value the better. It can be seen that the larger the threshold the better the EBR. This indicates that the larger the threshold the algorithm is able to converge (EBR close to 1) by interating over a coarser graph. However, the LBI in these cases do not improve due to the larger error committed.

Figure 17 shows the mean number of nodes expanded, as well as the percentage of reused nodes. It can be seen how even for low thresholds, like 0.1 , the number of expanded nodes is much lower than in the heuristic search. However, the cost of searching similar nodes compensates the time saved by searching through less nodes. For larger thresholds the time improvement can be nearly 10 -fold, and keeping a similar expected reward outcome. By observing both figures, it can be seen how a tradeoff can be reached between quality on the solution and time. Furthermore, new algorithm enhancements would allow to reduce the computational times, like using kd-trees to ease the search between points in the graph.

## 8 Results

### 8.1 Simulation results

In order to analyze the modeling of the task by using POMDPs, in this section we present some results obtained by applying the mentioned algorithm in simulations.

### 8.1.1 Model

For the simulations, we consider the following particular implementations of the models of Section 4.
We consider the task of guiding a person between 2 points. The path between these two points is of 54 meters. The trajectory selected is discretized with a 2-meter resolution, giving 27 potential values (the discretization used in space and time is dependent on the velocity of the robot and the planning horizon).

As commented above, the state consists of the position of the robot $r$ and the person $p$ within the path, as well as the hidden commitment of the person $g$, which can have 2 potential states, giving thus an state space of dimension $|S|=1458(27 \times 27 \times 2)$.

The observations are composed by the estimated position of the robot within the path, and the observations from the lasers (9). The latter is discretized into two possible values (if the persons are detected behind -up to 5 meters- or at the same position of the robot). Thus, the number of potential observations are $|O|=54$.
The observation model is characterized by the localization and person detection functions. The localization system is able to locate the robot with a certain error. As a general model, we will consider that the localization system is able to provide with a position in the vicinity of the real discretized location, and thus:

$$
p\left(z_{l, t} \mid r_{t}\right)=\left\{\begin{aligned}
p L & \text { if } z_{l, t}=r_{t} \\
1-\frac{p L}{2} & \text { if } z_{l, t}=r_{t}-1 \\
1-\frac{p L}{2} & \text { if } z_{l, t}=r_{t}+1 \\
0.0 & \text { otherwise }
\end{aligned}\right.
$$

In the real FROG robot, the localization system has a mean error below half a meter, so it would imply that the position is directly observable, and $p L=1.0$.
The detection module can be characterized by its probability of detection when the persons are behind the robot $(p D)$, and the probability of classifying persons as followers when they are not $(p F)$.

$$
p\left(z_{p, t}=1 \mid r_{t}, p_{t}\right)= \begin{cases}p D & \text { if } 0 \leq r_{t}-p_{t} \leq 2 \\ p F & \text { otherwise }\end{cases}
$$

The actions available are moving forward ( $a=0$ ), waiting ( $a=1$ ), the same two options but including a voice message asking to follow the robot ( $a=\{2,3\}$ ) and a cancel action to abort the tour ( $a=4$ ). Thus the action space size is $|A|=5$. The motion of the robot directly depends on these actions:

$$
p\left(r_{t} \mid r_{t-1}, a\right)=\left\{\begin{aligned}
p M & \text { if } r_{t}=r_{t-1}+1 \text { and } a_{t}=\{0,2\} \\
1-p M & \text { if } r_{t}=r_{t-1}+1 \text { and } a_{t}=\{0,2\} \\
1.0 & \text { if } r_{t}=r_{t-1} \text { and } a_{t}=\{1,3,4\} \\
0.0 & \text { otherwise }
\end{aligned}\right.
$$

which basically states that the robot will move to the next point in the path if commanded so. The probability $p M$ can be used to model temporal blockages of the robot due to crowds or due to avoidance maneuvers.

The motion of the person will be influenced by its goal and the motion of the robot. Thus, if the person is committed to follow the tour $(g=1)$ and the robot moves forward $a_{t-1}=\{0,2\}$ we assume that the person will move also forward with a certain probability $p T$ if it is behind the robot (this probability is used to model the possibility that the person can stop to take photos or similar), or will wait if it is ahead of the robot.

$$
p\left(p_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}=1, a_{t-1}=\{0,2\}\right)=\left\{\begin{aligned}
p T & \text { if } p_{t}=p_{t-1}+1 \text { and } p_{t-1} \leq r_{t-1} \\
1-p T & \text { if } p_{t}=p_{t-1} \text { and } p_{t-1} \leq r_{t-1} \\
1.0 & \text { if } p_{t}=p_{t-1} \text { and } p_{t-1}>r_{t-1} \\
0.0 & \text { otherwise }
\end{aligned}\right.
$$

If the robot stops, we assume that the person will continue forward until it is close to the robot:

$$
p\left(p_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}=1, a_{t-1}=\{1,3\}\right)=\left\{\begin{aligned}
p T & \text { if } p_{t}=p_{t-1}+1 \text { and } p_{t-1} \leq r_{t-1}-2 \\
1-p T & \text { if } p_{t}=p_{t-1} \text { and } p_{t-1} \leq r_{t-1}-2 \\
1.0 & \text { if } p_{t}=p_{t-1} \text { and } p_{t-1}>r_{t-1}-2 \\
0.0 & \text { otherwise }
\end{aligned}\right.
$$

The probability $p T$ will be higher if the robot uses its voice to ask to be followed, as we assume that this will push the person to continue.

If the person is not committed to follow the tour $(g=0)$, we will assume that the person will stay or move away from the robot with equal probability, regardless the action of the robot:

$$
p\left(p_{t} \mid r_{t-1}, p_{t-1}, g_{t-1}=0, a_{t-1}\right)=\left\{\begin{aligned}
\frac{1}{3} & \text { if } p_{t}=p_{t-1} \text { or } p_{t}=p_{t-1}-1 \text { or } p_{t}=p_{t-1}+1 \\
0.0 & \text { otherwise }
\end{aligned}\right.
$$

Finally, the evolution of the person intention is modeled in the following way. We will assume that the the person may change its mind if it is far from the robot. Furthermore, if the person is close to the robot but the robot stays the person may change his mind. Finally, there is always a small chance that the person decides to quit.

Table 2: Parameters employed in the simulations

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| pL | 1.0 | pA | 0.2 |
| pD | 0.9 | pA 2 | 0.1 |
| pF | 0.05 | pAsmall | 0.05 |
| pM | 1.0 | pR | $0.8(0.5$ if $a=0,0.3$ if $a=1)$ |
| pT | $0.7(0.9$ if $a=\{2,3\})$ |  |  |
| $\omega_{g}$ | 10 | $\omega_{d}$ | 10 |
| $\omega_{a n n}$ | 1 | C | 100 |



Figure 18: Left: Mean discounted reward and percentage of successful missions. Right: Mean time for planning iteration, and percentage of reused nodes.

$$
p\left(g_{t}=0 \mid r_{t-1}, p_{t-1}, g_{t-1}=1, a_{t-1}\right)=\left\{\begin{aligned}
p A & \text { if }\left|p_{t-1}-r_{t-1}\right|>3 \\
p A 2 & \text { if }\left|p_{t-1}-r_{t-1}\right|<=3 \text { and } a=\{1\} \\
p A s m a l l & \text { otherwise }
\end{aligned}\right.
$$

The probability $p A 2$ will depend on the robot voice, being lower if the robot waits but asks to be followed $(a=3)$. Finally, we also model the possibility to bring back a person into the tour:

$$
p\left(g_{t}=1 \mid r_{t-1}, p_{t-1}, g_{t-1}=0, a_{t-1}\right)=\left\{\begin{aligned}
p R & \text { if }\left|p_{t-1}-r_{t-1}\right|<=3 \\
0 & \text { otherwise }
\end{aligned}\right.
$$

An AND-OR tree for this problem and depth 5 contains more than $10^{10}$ nodes.
The main design choice in a POMDP is the reward function, with which we encode the desired behavior of the robot. For this task, the objective is to follow the path, guiding the person and adapting to the person motion and intentions. Furthermore, it is important not to lose the person. The reward function described in Section 4.5 is considered here. The term $c_{a n n}$ penalizes that the robot ask to be followed ( $a=\{2,3\}$ ) when the persons are already committed to follow the robot $(g=1)$.

$$
c_{a n n}(a, g)=\left\{\begin{array}{cl}
C & \text { if } g=1 \text { and } a=\{2,3\} \\
0 & \text { otherwise }
\end{array}\right.
$$

### 8.1.2 Solution analysis

Firstly, we have performed simulations of the discrete system, sampling from the transition and observation models with the same parameters (and thus, eliminating the details and effects coming from the discretization). We have performed 10 simulations for several distances to determine similarities between belief points on the GOPOMDP algorithm. The parameters used for this simulations are described in Table 2. In the simulations, we consider as a success if the person arrives at the destination,


Figure 19: a) The robot and the person (the belief on their positions in blue and red, respectively) are approaching the final destination goal. The yellow circle represents the current belief on the intention of the person to reach the final destination. (b) The robot moves forward while asking the person to follow it.
and a failure if the person does not arrive there after 70 iterations. A planning horizon of 1 second is given to the GOPOMDP algorithm.
These simulations are devoted to analyze the capabilities of GOPOMDP to solve the problem at hand. Figure 18 shows the results. As before, it can be see how increasing the threshold used to determine if two beliefs are similar increments the number of reused nodes during the planning steps, and, thus, reduces the time needed to compute the solution. There is a compromise in the election of the threshold: if the threshold is too large the error on the estimated value function with respect to the optimal one will do that the planner converge to a suboptimal policy, reducing the efficiency of that solution to accomplish the task; if the threshold is too low, the additional complexity of the graph algorithm will balance the savings from reusing parts of the policy graph.

### 8.1.3 FROG simulator results

Additional simulations are performed using the simulator described in D5.2 [14]. This simulator is based on Stage and ROS. Besides the FROG robot simulated using the same interface, persons can be also simulated. In this particular case, one person and the guide robot are simulated. The map of the Royal Alcázar is used, and a real path between two points of interest is considered.

In the simulation, the robot is controlled by the algorithm, while the person is simulated as an additional robot. The person is commanded giving waypoints to this robot on the path according to the prediction model and transitions described above, but adding additional obstacle avoidance facilities. Also, the simulated person maintains an internal intention variable which is evolved following the same prediction model.

Observations are generated from the poses of the robot and the person, considering the detection and failures of the observation models.

The model employed is the same presented above, modifying some of the parameters to reflect better the additional details introduced by this more realistic simulator (in particular, the probability $p M=0.8$ as there are chances that the robot does not reach the next point in the path due to local navigation maneuvers; and $p L=0.9$, to allow some slight misalignments between the poses from the localization and the discretized path).

Fig. 19 describe some of the situations encountered in the execution. Also, Fig. 20 shows the evolution of the distance between the robot and the person in one of the executions, as well as the actions performed by the robot. It can be seen how the estimation on the person intention (not directly observable by the robot) provokes the robot to wait and ask to be followed (action $a=3$ ) trying to influence the person to continue the tour.

Besides the GOPOMDP algorithm, we have also tested a basic feedback algorithm, in which the robot


Figure 20: Distance to the person (blue, left axis)), person intention (red, right axis) and robot actions (green, right axis). The robot does not have direct access to these quantities, and it estimates them using its local sensors. The actions are: 0, forward, 1, wait; 2 forward and ask to be followed; 3 stay and ask to be followed. It can be seen how the robot estimates the possibility of the person leaving the tour and uses its robot utterances (in this case, action 3 and 2 ) to push the person.

Table 3: Comparison between a feedback supervisor and the POMDP planner.

|  | Distance | Utterances | Failures |
| :---: | :---: | :---: | :---: |
| Feedback | $2.57 \pm 1.07$ | - | $30 \%$ |
| POMDP | $2.67 \pm 0.93$ | $4.67 \pm 0.5$ | $10 \%$ |

moves towards the destination if it detects, through its sensors, that the person is following the robot, and waits otherwise, adapting its pace to the one of the person. 10 simulations were carried out of the same mission by both algorithms. Table 3 summarizes the result. The distance in both cases is similar, slightly lower in the case of the simple controller as it will stop more often (for instance, in case of misdetections), while the POMDP controller plans and predicts into the future. Furthermore, as the POMDP controller is considering the effects of the robot behavior on the person intention, the number of failures (the person quitting the tour) is lower.

### 8.2 Experimental Results

During the experiments in the Royal Alcázar, some particular experiments have been performed to test the guiding module. In these experiments, a group of researchers followed the robot. A planning horizon of 1 second is considered, and the discretization takes into account the maximum velocity of the robot. The model employed is the same presented in the FROG simulator.
Table 4 shows the mean and minimum distances to the guided persons, as well as the mean number of persons detected per step. Also, the number of robot utterances between POls is shown (the moments in which the robot ask to be followed). Figure 22 shows a visualization of the experiment, including the belief estimation on the positions of the robot and the persons.

Figure 21 shows the evolution of the distances of the persons with respect to the robot, as well as the actions commanded, for the POI3-POI4 part, which is the longest motions within the tour.
In most of the tours given during the final weeks, the persons were willingly following the robot, and the robot was autonomously navigating between waypoints with no further control. The robot asked to be followed every 10 seconds in any case. The data of those tours has been also used to test a smaller version of the planner in which only the voice actions are considered (asking to be followed). In this case, as the data is processed offline, the effects of the actions cannot be considered by the planner (it is executed "open loop"), but this allows to check the number of occasions in which the planner thinks


Figure 21: Mean and closest distance during the POI3-POI4 part (red and blue; 0 means no data) and action performed (in green: 0 -forward; 1 -wait; 2 -forward asking to be followed; and 3 wait-asking to be followed).


Figure 22: A moment of the guidance experiment. In this experiment, a backwards looking camera was located in the robot for debriefing purposes. In the visualization, the current belief on the position of the robot is represented in blue, the estimated position of the persons is in red. The tracks from the laser can be also seen in the figure.
that the robot should ask to be followed. Table 5 shows the results for one of the full tours, and the estimated voice commands that should have been given. It can be seen, as the persons are actually committed following the robot, very few commands are required according to the plan.

## 9 Conclusions

This deliverable describes the techniques considered for the guiding task. POMDPs are used as the framework to model the task. POMDPs are a way of reasoning about the uncertainties of the system in a principled way, which allows to enhance the robustness of the robot operation. Furthermore, it also permits to reason about hidden states, like the person goals and intentions, and on the effects of the robot actions on those states.

In order to apply these methods to robotics, new techniques are required, able to cope, in real-time, with larger state, action and observation spaces. The deliverable describes new methods developed in the project to alleviate the complexity of POMDPs. Using this method it is possible to apply a POMDP model to the guiding task in real-time.

The methods described are applied to the task at hand. The results are evaluated through simulations

Table 4: Results for real experiment 1.

|  | Closest Distance | Mean Distance | Number of Persons | Utterances |
| :---: | :---: | :---: | :---: | :---: |
| POI1-POI2 | $2.07 \pm 0.85$ | $2.56 \pm 0.72$ | $1.34 \pm 1.95$ | 2 |
| POI2-POI3 | $1.55 \pm 0.46$ | $1.84 \pm 0.34$ | $2.24 \pm 1.72$ | 3 |
| POI3-POI4 | $1.60 \pm 0.47$ | $2.04 \pm 0.60$ | $2.12 \pm 1.46$ | 3 |
| POI4-POI5 | $1.51 \pm 0.63$ | $1.80 \pm 0.52$ | $2.06 \pm 2.16$ | 0 |
| POI6-POI7 | $1.76 \pm 0.90$ | $2.16 \pm 0.77$ | $1.03 \pm 1.33$ | 2 |

Table 5: Results from real experiment 2.

|  | Closest Distance | Mean Distance | Number of Persons | Utterances |
| :---: | :---: | :---: | :---: | :---: |
| POI1-POI2 | $2.47 \pm 0.70$ | $2.75 \pm 0.57$ | $1.69 \pm 1.21$ | 0 |
| POI2-POI3 | $2.51 \pm 0.75$ | $2.92 \pm 0.76$ | $1.41 \pm 1.24$ | 0 |
| POI3-POI4 | $2.04 \pm 0.96$ | $2.50 \pm 0.92$ | $1.61 \pm 1.61$ | 2 |
| POI4-POI5 | $2.71 \pm 1.09$ | $3.58 \pm 0.79$ | $1.67 \pm 1.25$ | 0 |
| POI6-POI7 | $1.97 \pm 0.79$ | $2.15 \pm 0.73$ | $0.70 \pm 1.14$ | 0 |

and in experiments carried out with the robot in the real scenarios of the project.
Regarding the use of POMDPs for navigation tasks in pedestrian environments, one of the main issues is the definition of the models and the design of the reward functions to define the particular task. In Table 2, while some of the parameters can be measured (like the sensor failure rates), the transitions probabilities regarding the person states should be introduced by hand. As future work we consider the learning of the models and reward functions as part of the problem. Regarding the rewards, Deliverable D2.2 [12] has presented techniques that can be used to learn costs from examples given by experts. In the same way, the prediction functions could be learned from experience.
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[^0]:    ${ }^{1} b_{a}^{z}=\tau(b, a, z)$ will be used to obtain a more compact formula.

[^1]:    ${ }^{2}$ Please notice that the library employed does not use factored POMDP. The rewards obtained here are therefore worse than the ones that can be obtained with factored POMDPs, like in [44]. However, the conclusions are not affected by the particular implementation, as we are interested in the relative gain obtained by incorporating the divergence measures.

